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Abstract: Currently, one of the most important parts of the cloud and computing platforms are the data centers, 

since they house the equipment where the applications and information processing are executed. The vitalkey 

areas of data centers are the equipment sites. In addition to the fact that access is controlled and restricted to 

these areas, continuous monitoring of the presence of people in these areas is critical. The data centers have 

closed circuit television systems that allow this activity to be carried out; however, these systems do not send 

alert messages that allow timely reaction to any threat from unauthorized persons who have accessed the 

equipment site. Similarly, presence detectors of different technologies are used, which present disadvantages 

compared to the system presented here. For these reasons, in this work a motion detection system was developed 

based on the processing of video images captured with a camera integrated into a Raspberry Pi 4 card and 

programmed with Python and OpenCV functions. When the system detects movement, it sends a WhatsApp 

alert message to a mobile phone. The tests carried out showed that the system is accurate to 98.08%. 
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I. INTRODUCTION 

Data centers are facilities that are used to house the computer and telecommunications equipment of 

companies and institutions whose productivity and services they offer depend on the availability and security 

existing in these facilities. For this reason, one of the main needs of a data center is to have mechanisms and 

security measures for the physical and logical protection of the equipment, information, and infrastructure [1]. 

One of the areas that requires the most protection are the equipment sites, since that is where the equipment that 

forms the central part of the data centers is located. In these areas access is controlled by using different 

techniques and devices [2]. The presence of people in these areas is restricted to maintenance, operation, and 

surveillance personnel who carried outspecific and controlled tasks. The number of people present at equipment 

sites is small and, in many data centers, access is only allowed during certain hours of the day [3].In the 

equipment sites of the data centers, the racks of the computing and telecommunications equipment are installed 

in lines, or rows, strategically distributed in such a way that the air that reaches the equipment, provided by the 

cooling and ventilation systems, is always at the right temperature, as shown in Fig. 1. 

 

 

Figure 1. Rack distribution in an equipment site. 

 

 There is adequate distance to the front and rear of the racks to allow the doors to be opened, for 

maintenance and operation personnel to circulate, and to separate them from each other. In other words, between 

each row of racks there is a corridor free of obstacles in which the presence of people is permanently monitored 
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[4]. Additionally, the facilities of some data centers have presence and movement sensors that, in addition to 

detecting people, activate CCTV, lighting systems, and alarms [5]. 

Some types of presence and movement sensors used are vibration sensors, Passive Infrared (PIR), sound 

sensors, and temperature sensors, among others [6-7]. Most presence detectors, regardless of the type of 

technology used, have certain drawbacks that sometimes cause false positives and negatives, limited range, 

technology dependency, sensitivity, interference, maintenance, installation, and cost, among other deficiencies 

[8]. It is important that the presence and movement detection systems at the equipment sites work optimally, 

efficiently, and permanently since it is always necessary to be prepared for any eventuality or alert situation to 

safeguard access to the equipment. 

 

Recently realized motion detection systems use different techniques and mechanisms, among which are 

the following: 

1- Frame Difference. Compare each frame of the video with the previous frame to detect changes. In case of 

finding any significant difference between the frames, it is considered that there is movement [9]. 

2- Optical flow method. It is based on tracking the movement patterns of objects in the video over time. The 

speed and direction of objects in each frame are calculated and motion is detected if there is a notable 

change in optical flow [10-12]. 

3- Background Subtraction Method. It is used to extract moving objects from a scene in a video. The current 

frame is compared to a previous reference frame, and any difference in color, texture, or brightness is 

considered motion [13-14]. 

4- Contour-Based Motion Detection. This technique is used to detect moving objects by identifying the 

edges of objects in the image and their movement through the scene [15-16]. 

5- Gaussian Mix Model. It models the distribution of pixels in the video and detects movement when there 

is a significant deviation from this distribution [17]. 

6- Visual Background Extractor (ViBE). It is based on the analysis of movement patterns in the pixels of 

the video. Pixels that have a different pattern from the background are identified and motion is detected 

[18]. 

7- Object Segmentation. It focuses on the detection of individual objects in the video. Image segmentation 

algorithms are used to separate objects from the background, and motion is detected if there is a notable 

change in the position or shape of the object [19]. 

8- Histogram-Based Algorithms. They use the histogram of the intensity values of pixels in an image to 

detect motion [20]. 

9- Energy-Based Algorithms. They use the energy of the pixels in an image to detect movement [21]. 

10- Feature-Based Algorithms. They use characteristics of objects, such as their shape, size, and color, to 

detect movement [22]. 

 

The investigations carried out in recent years, which mark the state-of-the-art, regarding the detection of 

movement in a video signal, have not only been used for presence monitoring and video surveillance [23-24]. 

Different applications have been made using this technology among which are the following: health care and 

attention, surgical interventions [25], detection of epileptic seizures in neonatal intensive care units [26], 

cerebral palsy treatments in infants [27], and motion of vehicles and pedestrians monitoring [28], among others. 

Similarly, advanced research in this field makes use of models based on artificial intelligence, deep learning, 

convolutional neural networks [29], and change detection in multitemporal monitoring images under low 

illumination [30]. 

The system presented here aims to detect the presence of people in an equipment site and send an alert 

message to the mobile phone of the data center administrator. The system is based on a Raspberry Pi 4 card 

which was programmed in Python and OpenCV library functions. The Raspberry Pi 4 integrates a video camera 

which is located at the beginning and/or at the end of a corridor of the equipment site whose angle of view 

covers the area of the corridor. The procedure used is based on a combination of algorithms Background 

Subtraction, Contour-Based Motion Detection, and Gaussian Mix Model. 

 

II. MATERIALS AND METHODS 
The development of the application consists of two parts: the hardware, made up of the Raspberry Pi 

card, and the system software. Fig. 2 shows the way in which the developed system is installed in the corridors 

of the equipment site. 
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Figure 2. System block diagram. 

 

2.1. System hardware 

A Raspberry Pi 4 card was used because it integrates enough devices and hardware modules to 

implement the functions of the system proposed in the system design. Additionally, the Raspberry Pi runs the 

Raspberry Pi OS with desktop and recommended software, Release date February 21st, 2023, and Kernel 

version 5.15, in which the Python programming language and a considerable number of open-source function 

libraries can be installed for handling and processing images, one of them is OpenCV. 

Regarding the hardware resources that the Raspberry Pi has, there are the following: a 1.5 GHz quad-

core ARM Cortex-A72 CPU, up to 4 GB of RAM which can carry out 4K video decoding at 60 fps, VideoCore 

VI GPU, 1 GB to 8 GB LPDDR4 SDRAM memory, Bluetooth 5.0, Wi-Fi 802.11ac and Gigabit Ethernet 

communication interfaces, two USB 2.0 ports, two USB 3.0 ports, two micro HDMI ports, Camera Serial 

Interface (CSI), a microSD memory card slot and a 40-pin General Purpose Input Output (GPIO) connector. 

This variety of hardware resources is commonly used to connect input and output devices, such as video camera, 

SD memory, video monitor, and keyboard, as well as the performance provided by the state-of-the-art CPU.The 

Raspberry Pi 4 card used in this system integrates a Dynamic Range (HDR) Camera Module 3 type video 

camera as shown in Fig. 2. This camera, compact in size, economical, and autofocus, uses a 12 MP IMX708 

Quad Bayer sensor. It provides an ultra-wide 120-degree angle of view. It can work as a night-vision camera 

with infrared lighting. The Camera Module 3 provides a resolution of 11.9 megapixels, 4608 pixels horizontally 

and 2592 pixels vertically. It can capture HD video at 50 fps and capture video with resolutions of 1080p50, 

720p100, 480p120. It connects to the Raspberry Pi board via the CSI interface. 

The system is in one of two states: initialization or detection. To implement these states, a push-button 

setup was connected to a GPIO terminal of the Raspberry Pi, configured as input, and three LEDs were 

connected to three GPIO terminals, configured as outputs, one red, one yellow and the third green. When the 

execution starts, the main program turns on the red led and waits for the administrator to press the setup push-

button. Initialization is used when the system is installed for the first time or moved out of position. Once the 

push-button is pressed, the system turns off the red led and the yellow led blinks to allow the administrator to 

connect the video monitor to the HDMI port of the Raspberry Pi and place the camera in the correct position 

facing the rack isolate. Through the monitor you can view the image, without people, captured by the video 

camera to initialize the system.When the camera is in the desired position, the administrator must press the 

push-button a second time and the system turns off the yellow led, capture the fixed background image and enter 

the detection state. Upon entering this state, the system will turn on the green led to start detection. 

 

2.2. System software 

The system software was made using Python 3.3. One of the key features of the design was that it uses 

recent features built into the OpenCV library for handling images focused on motion detection. In this 
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application, the background of the images is fixed, since the data center cameras used in this application are 

fixed, do not move and are focused on the corridor that are in front,or behind, the racks of the equipment site. 

The methodology used for motion detection consisted of continuously capturing the video signal, 

sequentially reading the video signal frame image over time, and obtaining the position of the objects in the 

frames to determine if there is movement and therefore detection of people. The main process of this 

methodology consists in carrying out a continuous cycle where the difference between the background image 

and the frame read in the iteration of the cycle is obtained to remove the background, or fixed part, of the image. 

With this action you get the objects that have been moved. Lastly, it determines the rotated rectangle of the 

objects that have moved to be more certain that movement has been detected. As indicated in the introduction 

section, the procedure used is based on a combination of algorithms Background Subtraction, Contour-Based 

Motion Detection, and Gaussian Mix Model. 

To carry out the actions indicated above, the main program performs the following tasks: 1-Initialize the 

GPIO terminals and the Wi-Fi interface to connect to the Internet, 2-Turns on the red led,3-Enter a loop in 

which it monitors the push-button setup,4-When the push-button is pressed, turns off the red led and the yellow 

led blinks, 5-Wait for the push-button to be pressed a second time, 6-Capture the fixed background image using 

the cap.readfunction, 6-Turn off the yellow led and turn on the green led, and 7-Call the Detection routine, 

remaining in that state for the rest of the program. In Fig. 3 the flowchart used to carry out the main program is 

indicated. 

The tasks performed by the Detectionroutine are the following:A-Starts video capture, through the 

cv2.VideoCapture function, B-Read a frame of the captured video signal, calling the video.read function, C-

Since the functions used in the processing work with grayscale images, it is necessary carry out the 

transformation from BGR to grayscale and, even better, reduce the noise of the images by applying a bilateral 

filter. To perform these actions, the functions cv2.bilateralFilter and cv2.cvtColor(cv2.COLOR_BGR2GRAY) 

were used.The bilateral filter is a non-linear filter that reduces noise by smoothening images preserving edges 

and keeping edges sharp. This filter uses, instead of the intensity of each pixel, the weighted average of intensity 

of each pixel obtained from nearby pixels. This type of filter is considered an edge-preserving filter since it does 

not do averaging across edges. For this reason, the bilateral filter is close to the Gaussian filter, D-Next, the 

routine performs the background subtraction of the filtered image using the cv2.absdiff(background,frame) 

function. With this, the unnecessary information is removed, the fixed background, of the filtered image. This 

function determines the absolute difference between the pixels of the two image arrays and obtains the pixels of 

the people, or objects, which are supposed to be moving, E-Later, it is necessary to specifically mark the people, 

or objects, by means of the outline to identify them as clearly as possible. However, before obtaining the 

contour, processing of the array containing the subtracted image is performed. The process consists of 

performing three actions: the morphological transformation, the binary transformation and the application of a 

medium filter to blur and smooth the image.The morphological transformation is performed based on the image 

shape. It carries out the operations of erosion and dilation. A kernel indicating the type of operation is applied to 

the image. The first operation erodes away the boundaries of foreground object and tries to keep foreground in 

white. A pixel in the original image, either 1 or 0, will be 1 if all the pixels under the kernel are 1, otherwise it is 

eroded, the pixel will be 0. The second operation, dilation, performs the opposite actions of erosion with the 

goal of increasing the white region in the image or size of foreground objects. The transformation was 

implemented in the system software using the cv2.morphologyEx() function. The binary transformation consists 

of thresholding the image to make the object more prominent and processing the image in black and white. This 

action is performed using the cv2.threshold() function, in which a threshold value is applied to each pixel of the 

image. If the pixel value is smaller than the threshold, it is set to 0, otherwise it is set to a maximum value 

indicated as a parameter of this function. The result is a binary image containing the moving areas marked in 

white. 
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Figure 3. Main program flowchart. 

 

The medium filter allows to reduce the noise, named in the literature about its salt-and-pepper noise. It is 

a non-linear filter that uses the median of all the pixels under a kernel area and replaces the central element with 

this median value, F-Once the subtraction image is processed, the Detectionroutine proceeds to identify and 

mark the contours of objects in the image that are assumed to have moved. Using the functions 

cv2.findContours() and cv2.drawContours(), respectively, G-In the next step, the areas marked by rectangles 

whose size is less than or equalthan the established size, 8,500 in the system software presented here, are 

excluded as a value maximum. This was implemented through the functions cv2.contourArea() and 

cv2.boundingRect(). The objective of this stage of the procedure is to discriminate, or ignore, small rectangles, 

or areas, that may be false positives, H-The next task is to determine the orientation of the contours of the 

rectangles that passed the previous filter, also called rotated rectangle or ellipse, by means of from the 

cv2.fitEllipse() function. This function returns the angle that contains the area where the movement was detected 

with respect to the x-axis, I-If the angle is equal to or greater than 1 degree, it is assumed that there was 

movement and, J-If movement was detected, the WhatsApp alert message is sent, through the Twilio platform, 

and the image read from the video signal that is being processed in the cycle interaction, and K-Finally, wait one 

minute and continue the cycle in taskB. In Fig. 4 the flowchart used to carry out the Detection routine is 

indicated. 
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Figure 4. Detection routine flowchart. 

 

III. RESULTS AND DISCUSSION 
The most important stage of the implemented procedure was the one that discriminates the small 

rectangles found with the cv2.contourArea() and cv2.boundingRect() functions in the Detection routine. They 

are those small areas that can create false positives. For this reason, the first set of tests carried out had the 

objective of determining the optimal value used by comparing the area of the detected objects, calculated with 

the first function, with respect to a minimum value established in the program, to eliminate false positives. The 

procedure implemented by the software ignores areas equal to or smaller than this minimum valueand its effect 

is to tune the system to obtain better results in detection and performance. For this reason, the set consisted of 

thirteen tests. Initially, the background image was captured and then, in each test, the minimum value of the area 
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was established and one person, or groups of 2 to 5 people, accessed the corridor where the system was installed 

to verify that the movement of one or more people. In the first test, the minimum value of the area was set at 

5,000. In subsequent tests, this value was increased by 500 until it reached 12,000. In the first 7 tests, 10, 9, 8, 5, 

3, 2, 1 false positive were detected, respectively, and in the remaining 6 no false positives were detected, as 

indicated in the graph in Fig. 5. Based on these results, it was determined to use 8,500 as the minimum value of 

the area. 

 

 
Figure 5. System tuning for detection. 

 

The second group of tests was aimed at determining the accuracy of the system. Ten tests were carried 

out. In the first test, 4 people accessed the rack corridor and the system detected all 4. In the following tests, one 

more person accessed than in the previous test, until reaching 13 people and in each test, 5, 6, 7, 8, 9, 9, 10, 12, 

and 13 people, respectively. This showed that the precision of the system is 98.08%, on average, which is 

acceptable considering that in the corridors of the equipment sites it is not common for there to be more than 3 

people.Fig. 6 shows the contour of a person whose movement was detected, and the contour marked by the 

system software. 

 

 
Figure 6. Motion detection and contour of the marked person. 

 

IV. CONCLUSION 
A system was developed that detects the presence of people in the equipment site of a data center through 

movement in a video signal. The system consists of a Raspberry Pi 4 board with an integrated HDR video 

camera. The programming was done in Python and OpenCV functions for image processing. The system is 

installed at one end of the existing corridors between the equipment racks to capture the image of the fixed 

background, then continuously captures the video signal and subtracts the background image from each frame to 

detect the differences and determine if there is movement. If so, it sends an alert message to the data center 

administrator. 

The design of the system implies that to cover the entire area of the equipment site, a system, such as the 

one presented here, must be installed at each end of the corridors. For this reason, as future work, a second 

version was started where the CCTV video cameras of the data center will be used so that the Raspberry Pi card 
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receives the images from the cameras to perform the processing and detection. The advantages that this will 

represent are that only one module with Raspberry will be used and the CCTV infrastructure will be used. The 

only requirement is that the cameras capture HDR images for better detection results. 

Another improvement that is also being worked on is for the system to work as a detection network. That 

is, installing the system in each rack corridor, as proposed in this work, and when each module detects 

movement, it sends the captured image, and its location, to a master module so that the latter is in charge of 

communication with the Internet platform for the transmission of alert messages. In this way, each module with 

Raspberry, installed in each corridor, will be a slave module. 

Finally, it is recommended that when you install the system in a new position, the background image is 

captured, since this is the reference for the image subtraction process. If the range of the Raspberry Wi-Fi 

interface is not enough to communicate with the Internet access point, repeaters or routers can be installed to 

extend the range. 
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